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1. Introduction

Idiopathic Pulmonary Fibrosis (IPF) is a disease affecting the lung base which leads to lung

function decline and has little to no therapies available other than lung transplant (Gross and Hun-

ninghake, 2001; Mason et al., 1999). The disease affects more than 5 out of every 100,000 in-

dividuals (Coultas et al., 1994; Mason et al., 1999; Raghu et al., 2018). IPF is age-related, and

has a median diagnosis age of 66, but there is no established cause (King Jr et al., 2011; Raghu

et al., 2018). Patients of IPF experience a shortness of breath, and exhaustion after light exercise

(Gross and Hunninghake, 2001). The outcome of Pulmonary Fibrosis can range from a healthy

stability to a rapid health declination and eventually death (Robbie et al., 2017). Doctors are unable

to easily diagnose disease severity as existing methods are complicated, time consuming and are

not standardized (Robbie et al., 2017).

An accurate prognosis of the disease will put patients more at ease, and may pave the path for

any treatments that will come in the future. For this reason, it is essential that a consistent and easy

method for diagnosing the severity of the disease is found.

Machine learning is a good fit for the task at hand because of its impartiality, and its prior use

for disease diagnosis and prognosis (Wang et al., 2010). Although machine learning has been used

before for this task (du Bois et al., 2014; Maldonado et al., 2014; Robbie et al., 2017), the measure-

ments required are difficult to obtain or the disease severity is categorized rather than numerically

predicted (Walsh et al., 2018).

This study aims to create a model that uses one baseline CT scan, as well as the forced vital

capacity (FVC) of the lungs over the time period of one to two years. The model then predicts

the FVC of the lungs for the next 3 checkups, thus predicting the rate at which the lung condition

degrades. The main question of interest is which machine learning model produces the greatest

accuracy in predicting the FVC of an IPF patient on their next 3 checkups, and is most suitable for

use in the medical field.
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2. Procedure

This study employs the use of many machine learning models, some of which are modified

and influenced from the work of others (Open Source Imaging Consortium, 2020). These models

are coded in Python (Van Rossum and Drake, 2009) with the packages Tensorflow2 (Martin Abadi

et al., 2015), Scikit-learn (Pedregosa et al., 2011), and Pandas (McKinney et al., 2010). The data

for this project is provided by the Open Source Imaging Consortium (Open Source Imaging Con-

sortium, 2020). Exploratory data analysis was performed and the data was preprocessed for use

by the models. The data was split into two categories, the training data which all the models are

trained on, and testing data which the models had never seen before.

The linear regression (LR) method relies on the assumption that the FVC can be expressed

as a linear combination of the input features. From every patient’s first checkup, weeks passed

and first FVC features were added to the data. The Scikit-learn package was then used to create

a linear regressor which was then trained, and the model accuracy was measured.

Several Dense Neural Networks (DNN) were created, each with a different architecture and

with the relu activation function. The data was first formatted in the same way used for linear

regression. The models were then trained on the training data, the model with the most accurate

predictions was chosen, and the model accuracy was calculated.

The base Auto-encoder utilized in this study was created by Welf Crozzo (Crozzo, 2020a).

The encoder was used to stride over the data, adding 2000 extra features based on the patient’s

CT scan images. Using this new input data, a linear regression and many simple neural network

models were created, which were then trained on the training data, and used to predict the FVC

for the testing data. The best simple neural network was selected and the model accuracies were

calculated for the linear regression and simple neural network models.

The Bayesian Partial Pooling method was modified from Carlos Souza (Souza, 2020). Fea-

tures were removed from the data, and the data was reformatted as a matrix completion task. The

Heirachical Bayesian Partial Pooling model was created and trained. The model was used to predict

the FVC for the testing data, and the model accuracy was calculated.
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The Linear Decay method used here is a modification of Welf Crozzo’s work (Crozzo, 2020b).

The data was first formatted and some patients with poor CT scans were removed, then a linear

decay model was created with a convolutional neural network to predict the unknown model coef-

ficients. The convolutional neural network was trained and the model coefficients were found. The

model accuracy was calculated.

The accuracy of a model is measured using its Laplace Log Likelihood (LLL). The model’s

FVC prediction, the true FVC, and the model’s confidence are required to calculate the LLL. A

LLL closer to 0 represents a model which is more accurate, but the score 0 itself is unattainable for

all practical purposes, instead, an impressive score would be around -6.5. The worst score a model

should get is -8.023, and any model with a LLL lower than -8.023 is useless (Rao, 2020).

3. Results

Figure 1: Comparison of Average
Model LLL

Figure 1 displays the model performance of the mod-

els analysed using the magnitude of the model’s Laplace

Log Likelihood. Out of the testing data (which the model

has never seen during training), there is the public test-

ing data, which is only around 15% of the total testing

data, and there is private testing data, which consists of

the other 85% of the testing data. The two models with

the auto-encoders do not have metric values for the pri-

vate and public testing data due to GPU time limits.

Figure 2 shows the accuracy of the predictions of several models on the training data. The true

patient FVC is graphed against the model prediction, so a scatterplot closer to the line y = x means

the model is more accurate. In addition, Figure 3 is a histogram of the errors of the models on the

training data. We desire an error which has low spread, is unimodal, and is centered at 0. Note that

Figures 2d and 3d have different x-axis scales than the other graphs.
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(a) Linear Regression (b) dense neural network (c) LR with Auto-encoder

(d) DNN with Auto-encoder (e) Bayesian Partial Pooling (f) Linear Decay

Figure 2: Plots of True FVC vs Model Prediction

(a) Linear Regression (b) dense neural network (c) LR with Auto-encoder

(d) DNN with Auto-encoder (e) Bayesian Partial Pooling (f) Linear Decay

Figure 3: Model Error Distributions

4. Conclusions

The results of the project clearly demonstrate that the DNN with Auto-encoder, DNN, and

Multiple Quantile Regression models performed the worst. On the other hand, the best models

were either purely or partly statistical model. This is supported by the results in Figure 1.
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Overall, models which use neural networks performed poorly. Introducing extra layers or more

tunable variables decreases the chance that the model will find the optimal combinations of weights.

Instead, the model will likely end up with a suboptimal set of weights and biases, and will have

reached a local minimum rather than a global minimum. We see this with the Dense Neural Net-

work with Auto-encoder features which has a LLL score worse than -8.023. Its poor performance

can be attributed to the high number of input features of the model, and hence the number of tunable

weights and biases.

The Bayesian Partial Pooling model was the model that overfitted the training data the most out

of the models run. This is because its performance on the training data was much better than the

testing data.

Furthermore, Figure 3f suggests that the Linear Decay Method performed poorly, but its irreg-

ular error distribution is actually due to the fewer patients the Linear Decay was trained on. The

model’s accuracy on the testing data showed no compromise.

Overall, use of the Linear Decay Theory model is advised for its accuracy, consistency, and

useful confidence values. For the field of medicine, having a method which is well understood is

preferred, and statistical methods such as the Linear Decay Theory model are guaranteed to always

perform as expected.

The use of the Linear Decay Theory Model would not only reduce human bias in the prognosis

and make it easier for medical professionals, but it would give patients enough time to come to

terms with their disease earlier.

Additionally, the lesson of avoiding overly complex models can be applied to other projects

and has been described by Occam’s Razor. Occam’s Razor states that when there are multiple

competing hypotheses (the multiple models being compared), the hypothesis with the simplest

assumption (the assumption that FVC is a linear function of features) is the best hypothesis.
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